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Foundational models
“any model that is trained on broad data (generally using self-supervision at scale)
that can be adapted (e.g., fine-tuned) to a wide range of downstream tasks”

“On the Opportunities and Risks of Foundation Models”, Bommasani et al., 2021

Whisper: automatic speech recognition

CLIP: image retrieval

LLAMA: language model
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Why is this relevant for tinyML?
• we all like a good model, regardless of the task;
• tinyML deals with dynamic environments;

“Universal Domain Adaptation from Foundation Models: A Baseline Study”, Deng and Jia, 2023

Class-incremental scenarios

Domain adaptation
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Contrastive Language-Audio Pretraining
• learns a similarity score between audio and text modalities;
• enables zero-shot classification;

“CLAP: Learning Audio Concepts From Natural Language Supervision”, Elizalde et al. 2022
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CLAP: how to do classification
• to each audio input, assign the most similar text prompt;
• CLAP encoders can be finetuned to boost (supervised) performance;

“CLAP: Learning Audio Concepts From Natural Language Supervision”, Elizalde et al. 2022
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Traditional supervised classification

Audio
Classifier

• the number of classes is fixed;
• hard to adapt to new domains and 

tasks;
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Audio
Encoder

Precomputed 
text embeddings

Zero-shot classification using CLAP
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Audio
Encoder

Precomputed 
text embeddings

• number of classes can increase at 
runtime;
• adapts better to new domains;

Zero-shot classification using CLAP
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Challenges of bringing FM to the edge
• generally small models underfit big datasets;
• big models do not fit the requirements of edge processing;
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tinyCLAP to the rescue
• tackles underfitting by distilling from zero-shot classifiers;
• prunes the latent representations to increase control on requirements;

“tinyCLAP: distilling contrastive language-audio pretrained models”,  Paissan, Farella, 2024
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PhiNet
• edge-oriented NN: a sequence of scalable inverted residual blocks;
• adapts to changing computational constraints using hardware-aware 

scaling;

“PhiNet: a scalable backbone for low-power AI at the edge”,  Paissan,  Ancilotto, Farella. 2021
12



Which loss function is best?
• Symmetric CE, L2 norm, cosine distance… a lot of options;
• what if text is not available?

“tinyCLAP: distilling contrastive language-audio pretrained models”,  Paissan, Farella, 2024
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Validating the loss function

This distillation strategy works!

• experimental proof on self-distillation task; 
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Efficient Zero-Shot classifiers
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The impact of latent size
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• changing the latent dimension does not decrease performance 
monotonically;
• enables fine-grained design based on computational requirements;

6M parameters, negligible 
performance drop wrt baseline 



Conclusion

• we present a technique to learn efficient CLAP models without text 
supervision;
• we present the first efficient zero-shot audio classifier;
• scaling (down) foundational models can push the frontiers of what we can 

achieve at the edge.

tinyCLAP webpage and demo
https://fpaissan.github.io/tinyclapweb
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